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A Self-occlusion Aware Lighting Model for
Real-time Dynamic Reconstruction

Chengwei Zheng, Wenbin Lin, and Feng Xu

Abstract—In real-time dynamic reconstruction, geometry and motion are the major focuses while appearance is not fully explored,
leading to the low-quality appearance of the reconstructed surfaces. In this paper, we propose a lightweight lighting model that
considers spatially varying lighting conditions caused by self-occlusion. This model estimates per-vertex masks on top of a single
Spherical Harmonic (SH) lighting to represent spatially varying lighting conditions without adding too much computation cost. The
mask is estimated based on the local geometry of a vertex to model the self-occlusion effect, which is the major reason leading to the
spatial variation of lighting. Furthermore, to use this model in dynamic reconstruction, we also improve the motion estimation quality by
adding a real-time per-vertex displacement estimation step. Experiments demonstrate that both the reconstructed appearance and the
motion are largely improved compared with the current state-of-the-art techniques.

Index Terms—albedo reconstruction, 3D dynamic reconstruction, spatially varying lighting, real-time reconstruction.

✦

1 INTRODUCTION

D YNAMIC reconstruction, aiming to reconstruct the shape,
motion, and appearance of the objects in the scene, is an

important task in computer vision and graphics. Recently, with the
development of depth sensing and parallel computing techniques,
this task can be achieved by a single RGB-D sensor in real
time [1], [2], [3], which may enable applications like telecom-
munications, VR/AR content generation, relighting, appearance
editing, and so on.

However, the accuracy of the current techniques is not satis-
factory due to the low-quality input and the strong assumptions to
achieve real-time performance. For example, existing methods [1],
[2] use motion graphs to represent the nonrigid surface motions,
which cannot model detail motions. Per-vertex displacements
could help to handle this; however, the input depth data is quite
noisy, and thus strong spatial and temporal regularization is re-
quired to estimate robust displacements for the vertices. This leads
to a large linear system that is difficult to be solved in real time.
Besides the geometry, to solve the appearance of the reconstructed
surfaces in real time, a single Spherical Harmonic (SH) is used to
model the lighting of all vertices on the surfaces [3]. However, this
is not true, especially for complex surface geometries containing
self-occlusions. As a consequence, the appearance can not be
correctly solved.

To deal with these problems, we propose a novel technique
that estimates more detailed surface motions and more accurate
surface albedos, still using a single consumer RGB-D sensor
and achieving real-time performance. On the motion aspect, we
propose a technique that uses the local motions of the previous
time step to build the regularization terms in solving the per-
vertex displacements of the current time step. Since the motions
of vertices in the previous time step are already known, the
displacements in this time step are all disentangled in the energy
function. And thus, the large linear system is replaced by many
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small linear systems, which can be solved in parallel with high
computation efficiency. On the appearance aspect, we propose
a lightweight masking technique to model the spatially varying
lighting condition of the reconstructed surface. This method
still uses a single SH to model the environment lighting, but
each vertex has an implicit mask to model the lighting changes
caused by self-occlusions. Combining with a novel optimization
framework, which uses the lighting model to construct the data
terms by considering the self-occlusion effects, the albedos of all
vertices can also be solved in parallel without affecting the real-
time performance.

The contribution of this paper lies in three aspects:

• For single view real-time dynamic reconstruction, we
propose a system that estimates more accurate surface
albedos as well as more detailed surface motions.

• Per-vertex displacements are solved in a very efficient
manner by building regularization with the historical data.

• Spatially varying lighting is modeled and used in albedo
solving by a masking technique with the ability to model
self-occlusions.

2 RELATED WORK

In this paper, we focus on reconstructing the geometry and albedo
of an object considering the self-occlusion effects, and we discuss
related techniques in this section.

2.1 Dynamic Reconstruction
Many methods have been proposed to reconstruct the geometry
and appearance of dynamic objects. High-quality appearance can
be generated using physical models [4], [5], [6]; however, these
methods usually require a large multi-view setup as well as
controlled lighting. Guo et al. [3] proposed a real-time method that
took a single-view RGB-D input to reconstruct geometry, surface
albedo, non-rigid motion, and low-frequency lighting in real time.
This method first uses an optimization-based framework to jointly
optimize motion and lighting, then updates the geometry and
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Fig. 1. Live demos of our method for real-time albedo and geometry reconstruction. On the screen, the left shows the current geometry for the
currently recorded object pose, and the right shows the corresponding surface albedo.

albedo model by fusing the current color and depth maps into the
model. Our method share the same setup as [3], while our method
outperforms [3] in both geometry and albedo reconstructions as
shown in Section 4.3. Dou et al. [7] presented a 360 performance
capture system that enabled the real-time reconstruction of non-
rigid scenes. Du et al. [8] proposed a solution toward real-time
seamless texture montage build by leveraging geodesics-guided
diffusion and temporal texture fields. Guo et al. [9] presented
a volumetric capture system for photo-realistic and high-quality
relightable full-body performance capture. Zheng and Xu [10]
reconstructed the high-quality dynamic texture of general dynamic
objects. Other methods also achieved reconstruction with dynamic
texture [11], [12], [13]. Besides, some works focused on geometry
and reflectance reconstruction of human faces based on parametric
models [6], [14], [15], [16].

Recently, deep learning techniques provide new opportunities
to capture the appearance of dynamic objects, especially for hu-
man faces [17], [18], [19], [20], [21] and human bodies [22], [23].
For instance, Saito et al. [17] represented fine-scale texture details
of human faces based on mid-layer feature correlations from a
convolutional neural network. Martin-Brualla et al. [22] produced
high-resolution and high-quality images of the human bodies using
a deep architecture in real time. Pandey et al. [23] proposed an
end-to-end framework to synthesize renderings of humans in free-
viewpoints using a single RGB-D camera. Although deep learning
reconstruction techniques are able to generate high-quality results,
they are restricted to specific objects, and a wide variety of objects
remains unexplored. Some networks are also too heavy to run in
real time. Our proposed method aims to reconstruct the detailed
geometries and high-quality albedos of general dynamic objects
using only a single RGB-D camera and in real time, which can be
a difficult task for the methods above.

2.2 Intrinsic Decomposition

To decompose a color image into reflectance and shading,
optimization-based methods usually build energy terms with as-
sumptions and priors on reflectance [24], [25], [26]. Methods
based on the Retinex algorithm dealt with this problem by
assuming that large image gradients and small gradients were
respectively caused by reflectance and shading [27], [28]. Barron
and Malik [29], [30] recovered shape, albedo, and illumination
from a single image using a combination of priors. Bi et al. [31]
introduced an image transform based on the L1 norm for piece-
wise image flattening and further for complex scene-level intrinsic
image decomposition. Cheng et al. [32] regularized intrinsic de-
composition with the aid of near-infrared imagery and proposed
priors.

In addition to RGB images, Some methods also made use
of depth maps from an RGB-D camera to decompose the color
images [33], [34], [35], [36]. Jeon et al. [34] combined a texture-
aware image model and a surface normal based constraint from
an RGB-D image to improve the results. Hachama et al. [35]
reconstructed the surface from a single or multiple RGB-D images
of a static scene with a data term, which was related to the image
formation process and expressed the relation between different
components, and a regularity term, which contained an efficient
combination of two regularizers on the illumination vector field
and albedo. Wei et al. [36] further took advantage of physical
principles from inverse rendering and achieved high accuracy with
real-time performance. Besides, intrinsic video decomposition
methods were able to separate a video stream into reflectance and
shading layers [37], [38], [39], [40].

Based on provided data sets [27], [41], [42], [43], [44], [45],
some deep learning intrinsic image decomposition methods were
proposed to estimate reflectance [46], [47], [48], [49], [50]. Cheng
et al. [51] treated image decomposition as an image-to-image
transformation problem and developed a multi-channel architec-
ture that learned the transformation function in successive fre-
quency bands in parallel. Liu et al. [52] proposed an unsupervised
intrinsic image decomposition framework, which directly learned
the latent feature of reflectance and shading from unsupervised
and uncorrelated data. As reflectance is related to the surface
normal, several methods also estimated surface normal to improve
the performance. Sengupta et al. [53] presented an end-to-end
learning framework for producing an accurate decomposition of
an unconstrained human face image into shape, reflectance, and
illuminance. Kanamori and Endo [54] inferred albedo, shape, and
illumination from a human portrait with light occlusion. Yu and
Smith [55] trained a fully convolutional neural network to regress
albedo and normal maps from a single image. Luo et al. [56]
proposed a novel learning-based framework that adapted surface
normal knowledge to decompose a natural image into a reflectance
image and a shading image. Many intrinsic decomposition meth-
ods assume piece-wise constant reflectance [39], [42], [45], [52]
and we also use this assumption in our method. However, some
challenging scenes, such as wrinkles, are still difficult to handle.
In contrast, our system takes an RGB-D sequence as input and can
output high-quality albedo even in wrinkle regions with the help
of geometry reconstruction and self-occlusion model.

2.3 Shape-from-shading and lighting estimation
Intrinsic decomposition methods majorly aim to recover the
albedo and the shading components, while there are also some
methods that additionally focus on recovering the shape or esti-
mating the environment lighting from inputs. Shape-from-shading
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(SfS) problem [57] focuses on estimating the shape, especially the
surface normal from a single image. As shading is strongly related
to lighting, many of these methods also estimate the environment
lighting to improve the results. Barron and Malik [58] proposed to
apply a mixture of shapes and a mixture of several illuminations
that were embedded in a “soft” segmentation of the input RGB-
D image. Yu et al. [59] made use of a noisy depth map from
an RGB-D camera to resolve ambiguities in shape-from-shading,
by using edges from the RGB image to guide a hole filling
process and create a reliable depth map proxy. In [60], Wu et
al. presented the first real-time method for refinement of depth
data using shape-from-shading. Han et al. [61] applied a shape-
from-shading approach with a general lighting model to estimate
detailed shape from a single RGB-D image. In their lighting
model, a local lighting parameter for each pixel was multiplied
with global lighting and was solved with the help of smoothness
terms and a uniform albedo assumption. Some methods also use an
RGB-D sequence as input for geometry and albedo recovery in a
static scene [62], [63]. Spatially-varying spherical harmonics were
used in [63] by partitioning the object volume into subvolumes and
estimating SH coefficients for each subvolume. Spatially varying
lighting of indoor scenes can also be recovered from a single RGB-
D image [64], or a single RGB image [65]. The spatially varying
lighting was modeled by light sources and indirect illumination in
[64], and an environment map for each pixel in [65], which made
these methods time-consuming. Yu et al. [66] further proposed
a self-supervised approach to decompose an outdoor image into
its albedo, geometry, and illumination, then to achieve relighting.
However, these methods take a single image or a sequence of
a static scene as input and do not take dynamic objects into
account. Unlike previous works [59], [60], [62], [66] that only
consider a single global environment lighting, we use different
masks on a global environment lighting for different surface points
to model the spatially varying lighting accurately and keep real-
time performance.

2.4 Ambient Occlusion

Ambient occlusion (AO) [67] is a shading method that takes the
light occluded by geometries into account. Ambient occlusion was
introduced by Zhukov et al. [68] and yields the percentage of
light blocked by the geometry close to a surface point. Since
then, many algorithms for computing ambient occlusion have
been proposed [69], [70], [71], [72]. Kontkanen and Laine [73]
presented a real-time technique for computing inter-object am-
bient occlusion. Bavoil et al. [74] proposed a real-time ambient
occlusion computation based on a depth image from the eye’s
point of view. Dı́az et al. [75] presented two methods for the fast
generation of ambient occlusion on volumetric models. Laine and
Karras. [76] proposed efficient methods for calculating ambient
occlusion so that the results could match those produced by a
ray tracer. Hauagge et al. [77] presented a method for computing
ambient occlusion for a stack of images of a scene from a fixed
viewpoint and further used it for intrinsic image decomposition.
Although both AO and our self-occlusion model take the occlusion
into account, our method is a different method from AO. AO
methods provide the percentage of light that is blocked by the
geometry, which will not change under different environment
lightings. In contrast, our method calculates the percentage of the
blocked light according to the environment lighting and can obtain
more accurate results, which will be detailed in Section 4.3.

3 METHOD

Our method runs frame-by-frame in real time to reconstruct the
geometry, non-rigid motions, environment lighting, and surface
albedo of the object. For each input frame, we first solve for
non-rigid surface motion and update the base geometry similarly
to [3]. The base geometry is in the pose of the first frame,
called the canonical frame. The non-rigid motions are driven by
nodes that are normally distributed on the surface. Based on the
reconstructed 3D mesh, we run geometry detail fitting to get the
displacement of each vertex (Section 3.3). Then the environment
lighting will be solved (Section 3.1) and the surface albedo will
be updated (Section 3.4) using our proposed self-occlusion model
(Section 3.2). The pipeline is demonstrated in Fig. 2.

3.1 Lighting
For a surface point with surface normal n, its appearance color
is determined by its albedo and received irradiance i(n). Without
considering self-occlusion, irradiance i(n) can be calculated by
an integral of incoming radiance L(ω) over the upper hemisphere
Ω(n), as in [78]:

i(n) =

∫
Ω(n)

L(ω)(n · ω)dω. (1)

We use a cubemap to represent the incoming radiance environ-
ment map, and each pixel in the cubemap corresponds to a light
source. Thus (1) can be formulated as:

i(n) =
∑

ω∈Ω(n)

L(ω)(n · ω)δ(ω), (2)

where δ(ω) denotes the solid angle for the light source ω. The
radiance of each light source is represented by spherical harmonics
(SH) as follows:

L(ω) =
∑
l,m

Ll,mHl,m(ω). (3)

Here, {Hl,m} represent the SH basis functions and {Ll,m} are
the SH coefficients that define the environment lighting. Up to
second-order SH basis functions are used with 0 ⩽ l ⩽ 2, and
−l ⩽ m ⩽ l. We assume that the environment lightings are low-
frequency and can be represented by up to the second order of
spherical harmonics.

Based on the lighting representation above, we reconstruct
the environment lighting defined by 9 SH coefficients {Ll,m} by
minimizing the following energy function containing multi-frame
data terms:

Elight =
∑
t∈T

∑
s∈S(t)

∥∥as · i(nt
s)− cts

∥∥2 , (4)

where as is the albedo of surface point s, nt
s is its normal in frame

t, and cts is the input pixel color in frame t that corresponds to
surface point s. S and T are the sets of surface points and frames,
respectively. Different from [3], we use multi-frame data terms,
which means we also construct data terms from previous frames,
not only the current frame. Multi-frame data terms are commonly
used in offline reconstruction methods [62], [63], while other real-
time methods usually only focus on the current frame. Here we
apply multi-frame data terms in an incremental mode to make
these terms suitable for real-time reconstruction as follows.

To construct data terms from the previous frames, we need to
record some information of these frames first. Note that according
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 Motion Tracking & 
Base Geometry Update

Input Frame
Geometry Detail Fitting

(Section 3.3)
Albedo Update

(Section 3.4)
Lighting Reconstruction

(Section 3.1)

For the next frame

Fig. 2. The pipeline of our framework. Using input RGB-D images, our method first solves for non-rigid surface motion and updates the base
geometry, and geometry detail displacements are obtained by fitting the input depth image. Then the environment lighting is solved with multi-frame
data terms, and the albedo is updated using our self-occlusion model. Some of the reconstruction results and the intermediate results will be used
for the next frame.

to (2) and (3), i(nt
s) is a linear combination of 9 SH coefficients

{Ll,m}:
i(nt

s) =
∑
l,m

bl,m(s, t)Ll,m. (5)

Here {bl,m(s, t)} are the coefficients of this linear combination
and model how each SH coefficient contributes to the received
irradiance. For each pixel in the current frame, we record the
corresponding 3D canonical position, the input pixel color, and
the vector b, and these will be used later. When constructing a
previous data term in (4), the recorded 3D canonical position will
be used to find the current albedo of the surface point, while the
input pixel color and the vector b will be used directly. We apply
a queue with a fixed maximum size for storing the recorded data
above. We further improve the lighting reconstruction with the
following self-occlusion model.

3.2 Self-occlusion Model
Taking self-occlusion into account, a new visibility term V (ω)
should be added into (2) as:

I(n) =
∑

ω∈Ω(n)

L(ω)(n · ω)V (ω)δ(ω). (6)

Here we use I(n) instead of i(n) in (2) to identify that the
incoming radiance is computed using our self-occlusion model,
and also in the following equations. The environment lighting
L(ω) is represented by spherical harmonics solved in Section 3.1,
and then is converted into cubemap. The value of V (ω) is 1 if the
surface point is visible in the direction of light source ω (i.e., the
light is not occluded); otherwise, its value turns to 0. Our novel
self-occlusion model is able to calculate whether the light from
light source ω to a surface point A is occluded by its neighboring
surface points or not.

First, as only the light in the upper hemisphere can reach the
surface point A, we need to find out the neighboring surface points
in the upper hemisphere as candidate neighbors. We traverse all
the vertices in a certain region to judge if it is a candidate neighbor
by: −−→

AB · nA > 0, (7)

where B is a neighboring vertex. An index voxel volume is built
for searching the neighboring vertices, in which each voxel stores
the inside vertex indices. Thus the neighboring vertices can be
obtained by searching the neighboring voxels.

A

B

φ

Fig. 3. Our self-occlusion model. Red for the surface normal; green for
the link-normal.

We then propose a vector named link-normal, to help calculate
self-occlusion. For each candidate neighbor, a link-normal can be
calculated as follows:

m = nA −

 −−→
AB∣∣∣−−→AB

∣∣∣ · nA

 −−→
AB∣∣∣−−→AB

∣∣∣ , (8)

M =
m

|m|
, (9)

where M is the link-normal corresponding to candidate neighbor
B, while m is the link-normal before normalization. According to
(8) and shown in Fig. 3, m is actually the difference between nA

and the projection of nA on
−−→
AB. Thus m is in the direction of

the perpendicular line of nA on
−−→
AB.

We can obtain one link-normal from each candidate neighbor
of the surface point A, and these link-normals compose the link-
normal set of A, denoted as MA.

Light source ω is not occluded if and only if all the angles
between ω and link-normals are acute angles, formulated as:

∀M ∈ MA,M · ω > 0. (10)

That is, the direction of light source ω is in the intersection of all
hemispheres centered on link-normals. Otherwise, the light source
ω will be masked by setting V (ω) in (6) to zero.

Acceleration. We further apply a pruning algorithm to speed up
the calculation in (10). According to (10), we may need to traverse
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all the link-normals in MA for each light source to determine
whether it is occluded or not, which is a time-consuming step.
Instead, when building up link-normal set MA, we calculate each
angle φ between each connecting line (e.g.,

−−→
AB for candidate

neighbor B as shown in Fig. 3) and the surface normal nA, and
record the smallest angle as φmin. Then if the angle between a
light source ω and the surface normal nA is smaller than φmin,
this light source will be directly set as visible (not occluded)
without traversing all link-normals. This is because that the light
source is in the intersection of all hemispheres centered on link-
normals. This pruning algorithm contributes a lot to our real-time
performance, as many of the light sources in the upper hemisphere
are not occluded and will be set as visible directly.

3.3 Geometry Detail Fitting

The base non-rigid motions are driven by nodes in the motion
graph as in [3]. To model detail non-rigid motions, we add a
displacement to each vertex after non-rigid motion driven by
nodes to fit the input depth image. The displacement d added to
a vertex is obtained by minimizing the following energy function
consisting of a data term and a regularization term:

Egeo(d) = Efit(d) + wregEreg(d), (11)

where wreg is a predefined weight of Ereg .
The data term Efit is computed using the input depth image:

Efit(d) = (Dbase + d−Din)
2
. (12)

Here Dbase is the distance from the vertex after the base non-rigid
motion driven by nodes to the camera, while Din is the input depth
value corresponding to the vertex. The added displacement is in
the viewing direction.

And the regularization term Ereg is formulated as:

Ereg(d) =

d− 1

∥N∥
∑
j∈N

d
(t−1)
j

2

, (13)

where N indicates the set of the neighborhood. The regularization
term constrains the displacement d to be close to the average of
the neighboring displacements in the previous frame, contributing
to smooth results.

As the topology of the base mesh may change during the ge-
ometry updating process, we use a voxel volume in the canonical
frame to store the average displacement of vertices in each voxel
in the previous frame. The displacements of the neighbors in N in
the previous frame can be obtained directly from this volume, with
each neighbor corresponding to a voxel. Then the volume will get
updated for the next frame.

With these designs, the proposed detail fitting method can
calculate the displacement of each vertex independently and fully
in parallel, which helps to obtain high-quality geometry in real
time without solving large linear problems. Also, this method can
be easily integrated into other real-time systems but still keep the
real-time performance.

It should be noted that the data term in (11) to fit the input
depth is effective only when the vertex corresponds to a valid
depth value in the input depth map. If a vertex corresponds to a
pixel with no depth data, its displacement is computed only using
the regularization term.

3.4 Albedo Update
The last step for each frame is to update the albedo. The albedo
for each vertex x is updated by minimizing the following energy
function:

Ealbedo(ax) = Edata + wtEt + wsEs, (14)

which contains three terms: data term, time consistency term, and
spatial smooth term. wt and ws are the weights of Et and Es,
respectively.

The first term Edata is a data term based on the refined
geometry, and is defined as:

Edata(ax) = ∥ax · I(nx)− C(x)∥2 . (15)

Here I(nx) is the incoming irradiance obtained using our self-
occlusion model in Section 3.2, and C(x) is the corresponding
pixel color in the input color image.

The second term Et is to keep the time consistency of the
albedo to the previous frame:

Et(ax) =
∥∥∥ax − a(t−1)

x

∥∥∥2 . (16)

And its weight wt is a predefined parameter.
The spatial smooth term Es is formulated similarly to [79],

based on the assumption of piece-wise constant reflectance:

Es(ax) =
∑
j∈N

ϕ(Γ(x)− Γ(j))
∥∥∥ax − a

(t−1)
j

∥∥∥2 , (17)

where N indicates the set of neighborhood. Different from [79],
we use a certain region instead of the one-ring neighborhood for a
larger search range. Γ(x) indicates the chromaticity of the vertex
x, and is computed by Γ(x) = C(x)/G(x), where C is the color
and G is the intensity. The spatial smooth term weight ws is a
predefined coefficient.

Similarly to geometry detail fitting, we use an albedo volume
to store the solved albedo, and each voxel saves the average albedo
of the inside vertices. The previous albedo values in (16) and
(17) can be found from this volume, and each neighbor in N
corresponds to a voxel. The albedo of each vertex is also calculated
independently and in parallel, contributing to our system’s real-
time performance.

4 EXPERIMENTS

In this section, we first present the performance and the parameter
settings of our system. Then, we evaluate several parts of our
pipeline. Besides, we present our results on various dynamic ob-
jects, also with qualitative and quantitative comparisons with other
methods. Sequence results can be found in our accompanying
video.

4.1 Performance and Parameters
Our system is implemented on a computer with a 3.40-GHz four-
core CPU, 16 GB RAM, and an NVIDIA GTX GeForce 2080Ti
graphics card. We use Intel RealSense SR300 to record RGB-
D sequences with the resolution of 1280 × 720 at 30 fps. Our
pipeline runs at 34 ms for each frame, and the detailed running
time of each process can be found in Table 1. Parallel computing is
implemented using CUDA on the graphics card. Note that because
the environment lighting is usually not changed, we run lighting
reconstruction every two frames, which takes 6 ms, and on average
it takes 3 ms for each frame.
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TABLE 1
Running time of our system.

Process Running time
Motion tracking 18 ms
Base geometry update 6 ms
Geometry detail fitting 1 ms
Lighting reconstruction 3 ms
Albedo update 4 ms
Everything else 2 ms
Total 34 ms

Fig. 4. Evaluation of self-occlusion model. Left: input color image;
middle: reconstructed albedo without self-occlusion model; right: our
albedo.

We use a cubemap with 8×8 light sources on each face (totally
384 light sources) to represent the environment lighting. The voxel
volume resolution is 320× 320× 320. The search radius for the
candidate neighbor in our self-occlusion model is set to around 8
cm. For geometry reconstruction, we set wreg in (11) to 2 and the
radius of neighborhood in (13) to 1 cm. For albedo update, we
set wt and ws in (14) to 30 and 10 respectively, and the radius of
neighborhood in (17) to 2 cm.

4.2 Evaluations

Evaluation of self-occlusion model. We propose a novel self-
occlusion model to calculate the incident light by taking the
occlusion of neighboring surface points into account. We run our
method with and without the self-occlusion model, and the results
are demonstrated in Fig. 4. Without our self-occlusion model, the
surfaces with significant self-occlusions will get poor results.

Evaluation of geometry detail fitting. To improve the recon-
structed geometry and albedo, we add a displacement to each
vertex on the mesh. Since we get self-occlusion information from
geometry and surface normal is important in albedo update, high-
quality albedo also benefits from accurate geometry. We compare
the results using geometry displacements and the results without,

Fig. 5. Evaluation of geometry detail fitting. Left: normal map from depth
input and input color image; middle: reconstructed geometry and albedo
without geometry detail fitting; right: our geometry and albedo.

Fig. 6. Evaluation of albedo spatial smooth term. Left: input color image;
middle: reconstructed albedo without albedo spatial smooth term; right:
our albedo.
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Fig. 7. Ablation study on the search radius of the candidate neighbor
for self-occlusion. The length of the towel is 75 cm, which leads to long-
range self-occlusion. The dotted line identifies the time limit for real-time
performance.

as shown in Fig. 5. We can see that geometry detail fitting
improves geometry and further contributes to better albedo.

Evaluation of albedo spatial smooth term. In our albedo update
method, we add a spatial smooth term in the energy function
(14). This term forces the albedo of a surface point to be close
to the albedos of the neighboring points in a certain region,
based on chromaticity differences. We remove this term, and the
reconstructed results can be found in Fig. 6. The results show
that this term helps us get smooth albedo despite input noises and
reconstruction inaccuracies.

Ablation study on the search radius of self-occlusion. In our
self-occlusion model, a major parameter is the search radius for
the candidate neighbor. We select different values of this radius
and run our method using a challenging input sequence with
long-range self-occlusion. In order to better evaluate different
parameters, we use synthetic data generated by an offline render
of which the ground truth can be obtained. To synthesize this
sequence, we first capture a sequence of real data with long-range
self-occlusion. Then we reconstruct the geometry and motions
using our method, and set the albedo and environment lighting
to given ones. Finally, we use an offline render to render the
object in the original camera views and get the synthetic color
images. When running using the synthetic data, the original depth
images from the captured real data and the synthetic color images
are inputted. The environment lighting is initialized to be the
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NIID-Net
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NIID-Net
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InverseRenderNet

Our Albedo

Fig. 8. Comparison with intrinsic fusions using NIID-Net [56] and InverseRenderNet [55]. We show both the direct output albedo and the fused
albedo in data sequences of the two compared methods.

Fig. 9. Comparison with [3]. Left: input color images; middle: recon-
structed albedo of [3]; right: our albedo.

ground truth. In Fig. 7, we show the standard mean-squared errors
(MSE), running times, and reconstructed albedos on different
radius parameters, as well as several input frames. From Fig. 7, we
can see that increasing the radius will lead to better reconstruction
results but will take more time costs.

4.3 Results and Comparisons

We show our reconstructed results on different objects in Fig. 15,
as well as in our accompanying video. Our method is able to
reconstruct different objects, such as garments, clothes, toys,
paper, cushions, and bags. Besides, multiple objects can also be
handled. The live demos running in real time can also be found in
Fig. 1 and in our video.

Comparison with [3]. We compare our method with [3], which
reconstructs the geometry, albedo, non-rigid motions, and lighting
in real time. As shown in Fig. 9, our method outperforms the
method in [3], especially in the areas with wrinkles, where the
self-occlusions are obvious.

Comparison with intrinsic fusions. Based on a state-of-the-
art intrinsic decomposition method NIID-Net [56], we fuse the
output albedo map of each frame into a model. The geometry and
motions of the model are reconstructed by [3]. We also compare
with a self-supervision method InverseRenderNet [55] in the same
way. Both intrinsic decomposition methods are implemented by
the original authors and use the models trained by the original
authors. The albedo maps and the fused results are shown in
Fig. 8. From the results, we can see that our method is able to

Fig. 10. Comparison with AO reconstruction. Left: input color image
and reconstructed geometry; middle: percentage of light not occluded
and reconstructed albedo in AO reconstruction; right: our percentage of
light not occluded and our albedo. (Gray scale [0, 255] corresponds to
percentage [0, 100%])

reconstruct high-quality albedo, whereas the compared methods
can not fully eliminate the effects of wrinkles. There are also
some color distortions in the output albedos of NIID-Net [56] and
InverseRenderNet [55], such as lower color saturation, which can
lead to great RGB errors. Besides, the method in NIID-Net [56]
and InverseRenderNet [55] can not reach real-time performance.

Comparison with ambient occlusion (AO) reconstruction. Am-
bient occlusion is widely used in computer graphics, which takes
the geometry as input and approximates the percentage of light
reaching a point based on occlusion. Although both AO and our
method take the occlusion into account, our method is a different
method from AO. AO methods provide the percentage of light
that is blocked by the geometry, which will not change according
to environment lightings. In contrast, our method masks the light
sources that are occluded, so the percentage of the blocked light
changes under different environment lightings. We replace our
self-occlusion model with the image-space horizon-based ambi-
ent occlusion (HBAO) method [74] and run our reconstruction
pipeline, and the results are shown in Fig. 10. We also show the
percentage of light not occluded in Fig. 10, which is the direct
output of HBAO [74] for the AO reconstruction; while for our
method, we compute the ratio of the received light with and
without our self-occlusion model as this percentage. From the
results, we can see that our self-occlusion model can provide more
accurate lighting and albedo than the reconstruction using AO,
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TABLE 2
MSE, LMSE, DSSIM, average RGB errors, and variances on synthetic data with 840 frames. Lower is better for all metrics.

Method MSE LMSE DSSIM Error Variance
Guo et al. [3] 0.00528 0.00501 0.0262 20.24 39.28
Fusion of NIID-Net [56] 0.00653 0.00551 0.0216 44.23 6.93
Fusion of InverseRenderNet [55] 0.01608 0.00984 0.0329 57.76 390.13
AO reconstruction 0.00247 0.00215 0.0143 12.56 9.07
Ours w/o self-occ 0.00342 0.00284 0.0162 19.79 12.66
Ours w/o geo detail 0.00314 0.00306 0.0186 10.86 4.45
Ours w/o albedo smooth 0.00310 0.00307 0.0240 9.76 13.27
Ours final 0.00210 0.00194 0.0142 8.31 2.42

TABLE 3
WHDR and two regions’ variances on real data with 840 frames. Lower

is better for all metrics.

Method WHDR(%) Var. 1 Var. 2
Guo et al. [3] 16.32 70.41 100.28
Fusion of NIID-Net [56] 14.34 7.62 7.37
Fusion of InverseRenderNet [55] 29.92 73.27 270.86
AO reconstruction 8.78 8.84 12.25
Ours w/o self-occ 9.70 11.79 19.76
Ours w/o geo detail 8.18 6.03 8.25
Ours w/o albedo smooth 12.19 24.76 44.07
Ours final 5.30 4.69 5.99
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Ours w/o albedo smooth Ours final

Fig. 11. RGB errors on a synthetic data sequence. Vertical logarithmic
coordinates for the errors and horizontal coordinates for the frame
indices. (320 frames shown)

which uses fixed percentages that do not change under different
lightings, especially in the reconstruction under strong directional
light. More comparisons can be found in Fig. 16 and in our
accompanying video.

We also performed quantitative comparisons of reconstructed
albedo on both synthetic data and real data. The synthetic data is
generated using an offline render. For synthetic data with dense
ground truth, following previous works [33], [47], we report the
standard mean-squared error (MSE), local mean-squared error
(LMSE), and dissimilarity version of the structural similarity index
measure (DSSIM). We also calculate the average RGB differences
from the ground truth albedo as well as albedo variances on the
regions with the same ground truth albedo, and the results can
be found in Table 2. These results demonstrate that our method
outperforms other methods in all metrics. The average RGB errors
are computed by

1

∥P∥
∑
x∈P

∥rgb(x)− rgb′(x)∥22 , (18)
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Fig. 12. Variances on a synthetic data sequence. Vertical logarithmic
coordinates for the variances and horizontal coordinates for the frame
indices. (320 frames shown)

where x is a pixel and P is the set of pixels corresponding to the
foreground. Function rgb and rgb′ return the three-channel RGB
values of the reconstructed albedo and the ground truth albedo,
respectively. The variances are computed by

1

∥Q∥
∑
x∈Q

∥∥G(x)−G
∥∥2 , (19)

where Q is the set of pixels in the selected region. G returns
the intensity, and G is the average of intensity in Q. We also
demonstrate the curves of errors and variances of a sequence in
Fig. 11 and Fig. 12 with logarithmic coordinates. The synthetic
data is generated in the same way as the one in Sec. 4.2. An
example of the synthetic sequence is shown in the last row of
Fig. 16. It should be noted that there is scale ambiguity between
lighting and albedo in intrinsic fusion methods when computing
the albedo RGB errors. So we multiplied a uniform constant to all
the output albedo values of [56] to make sure its average intensity
is the same as the ground truth, and also for [55].

For quantitative comparisons on real data, as we cannot
obtain the dense ground truth albedo,
we compare the weighted human dis-
agreement rate (WHDR) [42] and the
variances on manually selected regions
with consistent albedos, and the results
are shown in Table 3. The selected four
regions are shown in the figure here.
These regions are selected in the canon-
ical frame and will be deformed accord-
ing to the motions. The WHDR metric
is the average rate of how often the results and the ground truth
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Fig. 13. Relighting. Top: environment lighting cubemaps; bottom: re-
lighted results.

Fig. 14. Texture editing. We add three different patterns on two recon-
structed objects.

relations between two points are inconsistent. Following [42], for
each frame we first sample points in the four selected regions, and
build edges between each pair of points. We obtain the ground
truth by assuming that the points in region 1 and region 4 have
the same albedo intensity, points in region 2 have brighter albedo
than them, and points in region 3 are further brighter than those
in region 2. We sample 20 points in region 1 and 10 points in
each of the other regions. Totally C2

50 = 1225 edges with ground
truth relations are built on these 50 points. The final WHDR is
computed by doing an average of all frames. All the compared
methods share the same sampling points. δ is set to 10%, and
all the edge weights are set to 1. Please refer to [42] for more
details of WHDR. The variances in Table 3 are those of region 1
and region 2. Color values range from 0 to 255 in our quantitative
comparisons.

4.4 Applications

As we reconstruct the albedo, geometry, and non-rigid motions,
applications such as relighting and texture editing can be imple-
mented with our method.

Relighting. Based on our reconstruction, the recorded object
can be easily relighted by a given environment lighting. We use an
offline render to generate the relighting sequences. Some results
and the corresponding lighting cubemaps are shown in Fig. 13.
Sequence results with rotating environment lightings are provided
in our accompanying video.

Texture editing. It’s also convenient to edit the reconstructed
albedo in our method. The base geometry is reconstructed in
the canonical frame, so we only need to edit the albedos of the
selected surface points in the canonical frame. Then the solved

non-rigid motions and displacements can be used to drive the
object into different poses and to render the edited object. The
rendered results are demonstrated in Fig. 14. Sequence results can
also be found in our accompanying video.

5 DISCUSSIONS

Our method can not handle the self-occlusion caused by surfaces
in a long distance well, as we use a local search range when
computing self-occlusion in real time. Also, cast shadows from
other objects of which the geometries are not reconstructed can
not be handled well. The motion tracking method that we use
may fail if fast motions and topology changes occur, and this
will further lead to failure in subsequent reconstructions. We
use albedo to represent Lambertian surfaces; thus, highlights and
specular reflectance cannot be well modeled. Deep learning may
be used to improve performance. Please refer to our accompanying
video for some examples of failure cases.

6 CONCLUSIONS

We propose a lightweight spatially varying lighting model that
uses a masking strategy for each vertex to model the self-occlusion
effect. Benefiting from the simple masking strategy, the model
can be used in the solving of albedo without involving too much
additional computation cost. A per-vertex displacement field is
also reconstructed to improve the accuracy of motion estimation,
and the real-time performance is maintained here by constructing
regularization terms just from the historical data. Compared with
the state-of-the-art techniques based on a single view, this method
solves more accurate appearances as well as more detailed surface
motions.
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